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Can big data fix a broken system for
software patents?

By Derrick Harris

Legal scholars are always searching for ways toovgthe U.S. patent system,
sometimes via sweeping changes, but big data ¢mljdprovide a technological fix to a
big part of the problem.

The patent system is broken — on thlhost everyone agre€Ehere’s a backlog of
applications that results in exorbitant wait tinb@get a patent issued, atie meritof
patents that do get granted is often questiondftyeu’re forced to litigate a patent-
infringement suit —an increasingly likely scenartethe costs can be crippling.

When it comes to software patents, the situatigraricularly dire, which leads many
critics arguing software patents should be abotiskieogetherPatent trolls are a widely
cited nuisancebut there’s a more fundamental problem. Litigatoaxpensive, but
litigation is all too common because there are sayrsoftware patents out there and it
can be very difficult — and very expensive — tadfiout whether a new invention
possibly infringes on even one of them.

As we’ll discuss in depth at o@tructure: Data conferena® New York later this month,
techniques such as machine learning and naturgl+fage processing are already having
transformative effects in a number of fields. Wiog the patent system, too?

Software patents don’t scale ...

Timothy B. Lee, a Cato Institute fellow (and freqtiérs Technica contributor), and
Christina Mulligan of Yale’s Information Societydfect explore one big software-patent
problem in a new research paper titt€daling the Patent SysteniThe gist of Lee and
Mulligan’s argument is simple: software is suchidesranging and nebulous topic that
it's nearly impossible to index software patentaimanner that would make it easier to
search for them. The system just doesn’t scale.
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Property records are easily searchable becaus¢yc@moorders organize them in a
logical manner based on geography. Even chemi¢ah{s the authors point out, are
relatively easy to search by chemical formula. Véiftware patents, however, there’s no
such luck:

[l]n the absence of a precise, standardized sclienatassifying software inventions,
patent applicants are free to use any terms tkey# or even make up new ones — to
describe their software inventions. The scope dtent’s claims will not always be
obvious from a patent’s title or abstract. Andrage software patent can claim multiple
applications that are only loosely connected tdexhber.

Lee and Mulligan’s paper doesn’t even touch onpitedlems that arise witprior

art, generally defined as “all information that hagmelisclosed to the public in any form
about an invention before a given date.” It onlyjnpounds the issue of searching the
USPTO database when attorneys or patent examireeferaed to search articles,
presentations and anything else that might nepateavelty of a proposed invention.

Unfortunately, the authors conclude, “Only dramagiorms — such as excluding
industries with high discovery costs from patemtgction, establishing an independent
invention defense, or eliminating injunctions — caturn the patent system to its proper
role of promoting innovation.”

... but big data does

Looking outside the law, though, and into the warldig data analytics, one needn’t
look too hard to find some methods for making gieato search for patents. The answer
lies in semantics. If the problem is that keywoedrehes aren’t effective, then build a
search engine that addresses a wide variety ofep@and that takes into account related
terms based on how frequently they're linked, aadabon the ontologies present in
different industries.

- A startup called Apixio is alreadyoing something similar in the field of medical
records It uses natural-language processing, machinailegand sematic
association to make its Medical Information NavigtEngine (MINE) as easy
to use as possible. Describing the service lasil, Apvrote that “when a doctor




types a patient’s name and ‘chest pain’ into tfeedebox, MINE is able to find
ontological references to chest pain that bede litsemblance to the actual
term.”
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Factually accurate, but irrelevant connectionsanessa Laine

Another method for doing this comes from Gravitgtartup that uses a hybrid
man-machine process to personalize content foersauf sites such as thiéall
Street Journal . Gravity's systems complex to say the leastgfe’s a video
tutorial that explains part of it) but the gist is that fans first serve as guides for
machine-learning algorithms by determining conmmetibetween terms within
large data sets, then the algorithms take oveonaptete the job faster than
humans ever could. When they’re done, the humampsistone more time to Kkill
any bad connections between terms. The resulsystam that can determine
with high accuracy that a person tweeting aboutégaa Laine (Los Angeles
Laker Kobe Bryant’s ex-wife), for example, is prbbamore interested in
basketball than about Laine’s date of birth datetber accurate but irrelevant
information.

« Even IBM’'snow-famous Watson question-answering maclkmédd prove
beneficial if the USPTO were to leverage its calits. The system has actually
beensuggested as an aid to help judges better intesfakitesagainst the
Constitution, but loaded with patent data, it couédp identify potential
infringements and even answer with some certaitighivones might be the most
relevant to any given application.

Indeed, a startup company call@dStreeis already attempting to bring the benefits of
semantic technology to bear on the patent fieldaBglyzing the entire library of patents
issued by the USPTO, Founder and CEO Lewis Leenb@dP Street is able to extract
meaning from patents using information from theepaitlaims. A succinct explanation
on the company’s web site explains that, “[The twehnology, known as LSI or latent
semantic indexing, uses complicated mathematicsratdx decomposition (SVD) to
identify similarities among documents. This alloyaal to enter an entire document (such
as a product description, idea for a patent, atod)compare it to the universe of patents
and patent applications—comparing across justldims or the entire document.”



Big data won't solve all the complaints people halseut patents, but it could make life
a lot easier for the inventors, attorneys and erarsitasked with determining whether a
patent infringes a previous patent, or is evenrgat®rthy in the first place. The question
now is whether the USPTO wants to leave simpliitcabf the process in the hands of
private parties like IP Street, or if the agencytgdo bring a few big data experts on
board and improve what it's able to offer those wélg on it.



